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Kann man Menschlichkeit und Moral programmieren?

Vorwort
Seit jeher versucht der Mensch sich selbst zu definieren und seine Einzigartigkeit in bestimmten Merkmalen festzulegen. Aber was
macht uns so besonders? Was ist es, dass uns von anderen Lebewesen abhebt?

Ich bin der Auffassung, esist unsere besondere Art, wie wir Vernunft und Emotion verbinden. Wie wir zwischen verschiedenen

M oglichkeiten abwégen konnen, wenn unser Bauchgefiihl etwas anderes empfiehlt als unser Kopf. Wir sind einzigartig, weil wir
zwischen richtig und falsch unterscheiden kénnen, zwischen moralisch und unmoralisch. Wir haben ein Gewissen, dass uns auf
Fehler aufmerksam macht. Wir sind féhig, aus unseren Fehlern, die wir machen zu lernen, denn nur wer Fehler macht, kann sich
weiterentwickeln. Und wir Menschen streben nach stetiger Entwicklung und treiben den Fortschritt voran, wie sich schon frih in der
Industrialisierung gezeigt hat.

Seit dieser Zeit der technischen Neuerungen drangen immer mehr Maschinen auf den Markt, welche dem Menschen mehr und mehr
den Arbeitsplatz streitig machen. Es werden neue Systeme entwickelt, die mit Kinstlicher Intelligenz (K1) arbeiten und dem
Menschen in seiner Entscheidungsfindung behilflich sein oder ihn im Alltag unterstiitzen sollen. Aus diesen Entwicklungen
resultierend stellt sich die Frage, ob Maschinen vermenschlicht werden, indem sie unsere Arbeit bernehmen oder indem wir immer
mehr Entscheidungen auf Basis von durch K1 durchgefiihrten Analysen treffen und somit die wahre Entscheidungsfindung der Kl
Uberlassen.
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Auf der anderen Seite wird der Mensch zu maschinellen Zwecken eingesetzt. Dies wird am Beispiel der Akkordarbeit deutlich, bei
welcher der Mensch durch Maschinen ersetzbar ist und somit seine Individualitét verliert.

Aber was unterscheidet den Menschen von einer Maschine? Ist es das Versténdnis fiir Moral? Das eigensténdige L ernen? Oder doch
das Empfinden von Emotionen und begehen von Fehlern, was der deutsche Singer und Songwriter Tim Bendzko in seinem Song
?Keine Maschine? fur typisch menschlich erklért?

Und falls ja, lassen sich Emotionen und die Fahigkeit des moralischen Denkens programmieren und somit auf eine Maschine
Ubertragen? Wie sdhe die Zukunft aus, falls dies mdglich ware? Was wéren Chancen und kénnten sich daraus auch potenzielle
Gefahren entwickeln?

Ich will mein Leben selbst gestalten

Muss es wenigstens probieren

Ich brauche die Kontrolle zuriick

Kann nicht mehr nur funktionieren

Ich bin doch keine Maschine

Ich bin ein Mensch aus Fleisch und Blut

Und ich will leben, bis zum letzten Atemzug

Ich bin ein Mensch mit all meinen Fehlern

Meiner Wut und der Euphorie Bin keine Maschine Ich leb' von Luft und Fantasie

(Tim Bendzko ? Keine Maschine)

Was macht den Menschen aus?

Die Spezies des Menschen hietet seit Anbeginn des philosophischen Denkens eine Grundlage fir regen Austausch, Diskussionen
und Theorien bezliglich spezieseigener Eigenschaften. Viele der bekanntesten Philosophen duRRerten bereits ihre Ansichten zu dieser
Thematik, darunter auch Aristoteles, Kant und Hannah Arendt.

Die Theorie von Aristoteles beruht auf dem Grundsatz, dass der Mensch al's einziges L ebewesen Uber Vernunft verflige. Somit hebe
er sich von anderen L ebewesen ab, welche nur Uber das Handeln im Affekt verfiigen und keine Vernunft aufweisen wirden. Hierbei
unterscheidet Aristoteles zwischen dem Begriff der Vernunft und dem Begriff der Intelligenz, denn Tiere beséf3en laut ihm sehr
wohl Intelligenz, es fehle ihnen aber an Vernunft.

Der Mensch hingegen weise sowohl einen vernunftlosen al's auch einen vernunftbegabten Teil der Seele auf, wobei sich beide
nochmals unterteilen wirden. Der vernunftlose Teil bestehe aus einem vegetativen Bestandteil, Uber welchen auch andere

L ebewesen verfligen wirden und welcher Grundlage des triebgesteuerten Handelns sei, und einem unbeherrschten Teil, welcher
einen Antell an der Vernunft besitze, insofern er auf sie hore. Der verniinftige Teil der Seele unterteile sich in den vernunftbegabten
Tell, welcher die Vernunft im eigentlichen Sinne beinhalte, und einen beherrschten Teil, welcher auf die Vernunft hdren kénne.
Diese Unterteilung der Seele sei ein Merkmal, welches nur der Mensch aufweise und woraus man die Tugenden des Charakters und
die Tugenden des Denkens ableiten kénne. Die Tugenden des Charakters (ethische Tugenden) wie beispielweise Grof3ziigigkeit und
Madigkeit seien von Natur aus in uns vorhanden und wirrden durch Gewohnung vollsténdig ausgebildet, wahrend die Tugenden des
Denkens (dianoethische Tugenden) wie Weisheit und Verstandnis vor allem durch Belehrung vermittelt wiirden.

Die Vernunft sei es, welche dem Menschen die Mdglichkeit biete, ein tétiges Leben zu fiihren und nach innerer Vollkommenheit des

eigenen Wesens (Entelchie) zu streben. Dieses hochste innere Ziel bezeichnet Aristoteles als ?eudaimonia?, das Glick, welches wir
immer um seiner selbst Willen wéahlen, wahrend wir andere Gter wie zum Beispiel Vernunft und Tugend nicht nur um deren selbst
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Willen sondern auch um des Gliicks Willen aussuchen wirden. Das Streben nach ?eudaimonia? ermdgliche uns ein tétiges Leben im
Sinne der Tugend, also ein Leben in welchem wir bewusst moralisch richtige Entscheidungen treffen und Handlungen durchfihren
konnten.

Neben der Fahigkeit des moralisch richtigen Handelns schreibt uns Aristoteles auch die Fahigkeit zu, bei unseren Eigenschaften
bewusst ein Mittelmal3 zu wahlen. Dies erlautert er in der Mesoteslehre. So sei das Mittelmal? immer jenes, welchesim Sinne der
Tugend das Richtige darstelle, weil es weder Mange!, noch Ubermal’ verkérpere. Um ein Beispiel zu nennen, wére von Furcht und
Mut die Tapferkeit jenes Mittelmal3, welches gut sai.

Auch im Bereich der Sprache hebe sich der Mensch von anderen Lebewesen ab, denn der Mensch sei fahig, mittels der Sprache tber
komplexere Sachverhalte und abstrakte Konzepte in Austausch zu treten, wahrend zum Beispiel Tiere nur einfache Sachverhalte
vermitteln kénnten. Zudem beséRen andere L ebewesen ihre Stimme vorrangig, um Schmerz und Lust auszudriicken.

Ein weiterer Unterschied sei die Organisation des Zusammenlebens mehrerer Wesen, denn der Mensch organisiere sich politisches
Gemeinschaftswesen in einer staatlichen Struktur und stelle daftir Regeln des Zusammenlebens auf. V oraussetzung daf Ur sei auch
die Fahigkeit in richtig und falsch zu unterscheiden und das eigene Handeln zu reflektieren und zu bewerten. Nach Aristoteles bilden
Mannliche und Weibliche Individuen, von denen jeweils eine Herrschende und eine Beherrschte sei, eine Familie, denn der
Herrscher kdnne denken, wahrend der Beherrschte die schweren Arbeiten verrichte. Aus diesen Familien bilde sich dann eine
Dorfgemeinde heraus, die dem Schutz der einzelnen Familien, der Arbeitsteilung und der L ebenserhaltung durch eine bessere
strukturelle Organisation diene. Die Dorfgemeinden wiirden sich dann zu einem Staat zusammensetzen, in welcher das Individuum
seine ?Autarkie? (vollendete Selbstgenligsamkeit) und sein hdchstes Ziel (?tel 0s?, nachdem jeder Mensch strebe, erreiche.
Menschen, die keinem Staat angehdren wirden, seien Aristoteles zufolge entweder schlechter oder besser al's die Menschen, welche
Teil der staatlichen Gemeinschaft seien. Dies resultiere daraus, dass die auf3erhalb Iebenden Menschen besser sein miissen, um
Uberleben zu kdnnen oder eben die Vorteile der Gemeinschaft ablehnen und folglich schlechter seien.

Kant kniipft ebenfalls an der Idee an, dass der Mensch sich durch die Vernunft vom Tier abhebe. So besitze der Mensch als
Vernunftwesen einen absoluten Wert und somit eine Menschenwiirde, weil er als Zweck an sich selbst und nicht bloR als Mittel zum
beliebigen Gebrauche existiere. Daraus folgt, dass der Mensch laut Kants Menschheitszweckformel niemals bloR3 als Mittel sondern
nur als Zweck gebraucht werden diirfe. Ein Tier hingegen besitze nur einen relativen Wert, weshalb es dem Menschen untergeordnet
sai.

Kant erklért auch den guten Willen als eine typisch menschliche Eigenschaft, weil sie auf der Vernunft beruhe, tber welche nur der
Mensch verfuge. Der gute Wille ermégliche das Treffen einer moralisch richtigen Entscheidung und trage somit erheblich zu dem
Fuhren eines tugendhaften Lebens bei, nach dem jeder Mensch strebe.

Die Philosophin Hannah Arendt legt ihrer Theorie ebenfalls zugrunde, dass der Mensch ein politisches und in staatlichem
Zusammenleben organisiertes Wesen sei. Sie beschéftigt sich vor allem mit dem Begriff der Macht, welche zum Charakter aller
staatlichen Wesen gehére und den Einzelnen durch die Gruppe legitimiere. Lose sich die Gruppe auf, so verliere auch der Einzelne
seine erlangte Macht. Dies stehe im Kontrast zur Stérke, welche vom Individuum komme und folglich schwécher sei, a's die Macht.
Um die Macht durchzusetzen werde oft Gewalt angewendet. Diese sei folglich funktioneller, aber nicht essentieller Art, weil sie nur
eines Zweckes bedurfe. Deshalb kdnne sie Macht zwar vernichten, aber nie erschaffen, weil ihr dazu die Legitimation durch die
Gruppe fehle.

Um das Zusammenleben in einer Gemeinschaft zu organisieren, arbeite und kommuniziere der Mensch. So erschaffe er sich eine
kinstliche Welt durch die Umwandlung natureller Dinge, um sich eine Heimat aufzubauen, welche unabhangig zur Natur bestehe
und somit resistenter sei. Beispiele hierfir seien die Infrastruktur oder die Industrie. Die Kommunikation ermdgliche die Erhaltung
und Weitergabe von Wissen hinweg tiber Generationen. Durch sie driicke sich die Einzigartigkeit des Menschen aus, welche eine
gewisse Gleichartigkeit fur die Fahigkeit zu kommunizieren und zu verstehen voraussetze und dennoch auf einer Verschiedenheit
beruhe, welche die Kommunikation erst notwendig mache und somit die Individualitdt innerhalb der Spezies zeige.
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Nachdem ich nun die Auffassungen von drei bekannten Philosophen erléutert habe, welche wir im Unterricht thematisiert haben,
madchte ich nun zu meiner eigenen Meinung diesbeziiglich kommen.

Ich personlich finde, dass der Mensch ein &ul3erst interessantes Wesen ist, weil er in seinem Sein so widerspruchlichist, wie kein
anderes Lebewesen. Wir streben nach stdndiger Kontrolle, wollen oft aber keine Verantwortung tbernehmen. Wir sehnen uns nach
Erfolg und Anerkennung, wollen dafiir aber ja nicht ins Schwitzen geraten. Wir sind individuell, und trauen uns doch nicht wir
selbst zu sein. Was macht uns &l so besonders, wenn wir selbst nicht mal wissen, wer oder was wir sind?

Die oft thematisierten Aspekte der Kommunikation und Gemeinschaft sehe ich gar nicht mal a's so typisch menschlich an, denn
zahlreiche andere Lebewesen wie Erdméannchen, Elefanten, Affen, Ameisen oder Wolfe leben in Gruppen, um nur einmal ein paar
Beispiele zu nennen. Und sie haben auch gruppeninterne Regeln wie eine Rangordnung oder Verhaltensregeln. Auch was die
Kommunikation betrifft, erfolgt die Verstandigung auf bemerkenswerte Art und Weise. So weil3 jeder zum Beispiel, wo genau er bei
einer Jagd sein muss, um als Gruppe erfolgreich zu sein. Der Mensch zeichnet sich meiner Meinung nach eher tiber andere
Eigenschaften aus.

So zum Beispiel Uber die Fahigkeit des abstrahierten und logischen Denkens. Tiere verfiigen auch tiber Intelligenz, aber unsere Art
des Denkens hebt uns ab. Denn wir kénnen unser Handeln reflektieren, unsere Entscheidungen hinterfragen und zwischen mehreren
L 6sungswegen abwéagen. Wir konnen selbst entscheiden, ob wir uns zu guten oder schlechten Taten bewegen lassen. Ob wir
Menschen in Not helfen, oder weitermachen als wére nichts passiert. Wir verfiigen Uber ein Gewissen, welches uns versucht zu den
guten Taten zu Uberreden und uns ansonsten das L eben zur Holle macht. Ebenso haben wir ein Versténdnis von Moral und richtig
und falsch. Wir sind fahig und willig aus Fehlern zu lernen und scheuen uns nicht auch mal neue Dinge auszuprobieren. Dabel
konnen wir sowohl auf die Nutzung unseres V erstandes setzen, als auch auf unsere Fahigkeit Emotionen zu empfinden und uns von
diesen leiten zu lassen. Ich denke esist die gesunde Mischung von beidem, welche uns zu etwas ganz Besonderem macht.

Wir besitzen zudem die M églichkeit zur Phantasie, wie Tim Bendzko auch in seinem Song erwahnt, auf welchen ich im Vorwort
eingegangen bin. Wir haben Visionen und Traume. Tiere haben auch die Mdglichkeit zu trédumen, aber es stellt sich die Frage,
inwiefern sie Uber eine stark ausgepragte V orstellungskraft verfiigen. Beziehen wir das Ganze nun auf kiinstliche Intelligenz, so bin
ich Uberzeugt, dass sie nie eine solche Vorstellungskraft erreichen wird, wie sie der Mensch besitzt. Schon als kleines Kind stellen
wir unsvor, wie unser Leben spater einmal aussehen wird. Auch wenn es sich dabei meist nur um Kindheitstraume handelt, so
nehmen unsere Traume im Jugendalter und dem Alter junger Erwachsenen langsam Realitét an. Ich glaube, dass K1 weder die
Phantasie besitzt, auf eine solche von Kreativitét und Emotionen geprégte Art und Weise zu denken, noch die Tatkraft solche
Tréume Realitét werden zu lassen. Meine Ansicht gleicht in diesem Element auch der von Theodor Heuss, welcher einmal sagte:
"Eines Tages werden Maschinen vielleicht denken kdnnen, aber sie werden niemal s Phantasie haben".

Wir haben gelernt, uns dueren Umstanden bestens anzupassen, um unser Uberleben und Leben moglichst angenehm zu gestalten
und uns unsere Tréume zu erflillen. Aus dieser auf3erordentlichen Anpassungsfahigkeit geht neben der Benutzung von Werkzeugen
zur Erschaffung neuer Dinge auch das Streben nach Fortschritt hervor. Sei es wissenschaftlicher Fortschritt oder technologischer wie
in der Zeit der Industrialisierung oder heutzutage beim Erschaffen von KI. Der Mensch mdchte sich stets weiterentwickeln.

Dieser Wunsch der Entwicklung ist aber auch Folge negativer Eigenschaften, welche ich al's typisch menschlich einordnen wirde.
So ist der Mensch ein sehr egoistisches Wesen, welsches stets am eigenen Profit interessiert ist. Es fallt im schwer anderen blind zu
vertrauen aus Angst, dass einem die anderen in den Riicken fallen, wenn es fir sie glinstiger ist und mehr Vorteile bietet. Dieses
Doppelleben als Einzelganger in einer Gesellschaft, gerade wie es einem personlich mehr hilft, die eigenen Ziele zu erreichen, ist
charakteristisch fir uns. Wir wollen immer mehr und |eben nach dem Motto Zimmer hoher, weiter, besser? im sténdigen
Konkurrenzkampf, wobei man zusammen viel mehr erreichen kénnte. Aber dasist tief in uns verankert, weil wir besser und stérker
sein wollen as alle anderen, um unsin der Sicherheit zu wiegen, uns kénne niemand etwas anhaben. Dabei Giberschatzen wir uns oft
selbst, was auch ein grofRer Unterschied zum Tierreich ist, denn wer sich dort Uberschétzt, der Gberlebt meistens nicht.

Weitere Unterschiede sind die Bereiche Religion und Kultur. Das Ungewisse macht uns Angst, weshalb wir versuchen, daftir andere
Erkl&rungen zu finden. Hierbei berufen wir uns eher auf unsere Emotion als auf unseren Verstand. Zudem erschaffen wir uns
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kulturelle Gewohnheiten, um uns innerhalb der Spezies Mensch nochmals voneinander abzuheben und unsere Individualitét zu
verkorpern. Dies versuchen Tiere auch, aber nicht Uber den Weg spezieller Kulturen.

Die Menschen haben materielle Bediirfnisse. Kein anderes L ebewesen legt so viel Wert auf Materialismus, wie der Mensch. In
unserer Gesellschaft wird man oft genug danach bewertet, welches Haus man besitzt, oder welches Auto. Gehort einem eine
Luxusvillaim Mittelmeerraum mit kleiner Y acht, Ferrari und Porsche, oder doch eine kleine Mietwohnung im Mehrfamilienhaus
mitten in Marzahn. Unser gesellschaftlicher Rang wird oft mehr mit unserem Bankkonto als mit unserer wahren Leistung begriindet.
Diesist auch ein deutlicher Unterschied zum Tierreich.

Der letzte Unterschied, den ich an dieser Stelle herausarbeiten mochte, ist, dass der Mensch die Fahigkeit hat langfristig zu denken.
Er weil3, welche Auswirkungen sein jetziges Handeln auf die Zukunft aller Spezies hat. Und dennoch stellt er triebgesteuert sein
jetziges Wohl Uber sein zukinftiges Wohl. Eine Tatsache, welche am Klimawandel deutlich wird. Der Mensch ist sich dessen
bewusst und unternimmt dennoch nichts. Und wenn er etwas unternimmt, dann oft zu wenig und nur zur Befriedigung seines
Gewissens. Stellt sich die Frage, ob wir in Sachen K1 auf ein 8hnliches Szenario zusteuern wie in Sachen Umweltschutz und
Klimawandel.

Wieso faszinieren uns Technik, Perfektion und die Imitation menschlichen Verhaltens?

Der Mensch ist schon immer an der Technik interessiert gewesen. Wenn wir die Welt um uns herum betrachten, so féllt auf, dass
nahezu alles technische Komponenten aufweist. Dabei ist egal, ob wir uns den Bereich des Wohnens, der offentlichen Infrastruktur
oder der Fortbewegung anschauen.

Durch die Technik wurde vieles vereinfacht. Der Weg zur Arbeit muss nicht mehr zu Ful? zurtickgel egt werden, die Kommunikation
bleibt auch tber weite Entfernungen hinweg ein Kinderspiel und Kameras ermdglichen es uns ganz besondere Momente
festzuhalten. Ganz zu schweigen von der Bedeutung technischer Errungenschaften im Gesundheitssektor. Esist heutzutage viel
leichter Leben zu retten, nicht nur, weil die Medikation besser geworden ist und wir tiber mehr Wissen verfiigen, sondern vor allem
wegen der technischen Moglichkeiten. So kénnen wir mittels der verschiedenen Rontgenverfahren und Uberwachungsgerate schon
frihzeitig Krankheiten und Verletzungen feststellen und somit optimal reagieren.

Die Technik ermdglicht dem Menschen den Fortschritt, nach welchem er strebt. Durch sie kam es zu Vereinfachungen in vielen
Bereichen des Lebens und des Arbeitsalltags. Dies reduziert den Arbeitseinsatz, den der Mensch bewaltigen muss und da der
Mensch instinktiv nach dem fir ihn guinstigstem und einfachstem Weg zu leben sucht, kommt ihm die Entwicklung sehr recht. Diese
Entwicklungen erméglichen es ihm namlich zusétzlich konkurrenzféhig zu bleiben und nach seinem Eigenstreben und Profitdenken
gewinnorientiert zu handeln. So kann er mittels geringsten Aufwands einen gréftmaéglichen Gewinn erzielen. Dies wird zum
Beispiel im Bereich der Massenproduktionen sichtbar, wo die Technik es uns die makellose Massenherstellung von Waren
ermdglicht und verhindert, dass die individuellen Fehler der klassischen Handarbeit entstehen. Dort revolutionieren technische
Neuerungen ganze Produktionsverfahren, welche im Bereich der Kosten, des Aufwands und des zeitlichen Umfangs minimiert und
im Bereich der Anzahl der Produktionsware maximiert werden. Dadurch kann ein Wettbewerbsvorteil gegentiber anderen erreicht
werden, welcher dann durch einen steigenden Gewinn dazu fihrt, dass sich die Lebensbedingungen derjenigen bessern, welche diese
beaufsichtigen.

Eine weitere Ursache der Begeisterung fir Technik findet sich in der Bewunderung von kiinstlicher Intelligenz. Ich denke, dass wir
in KI die Mdglichkeit der Perfektion sehen, weshalb wir uns so dafUr begeistern lassen. Der Mensch strebt schon immer nach
Perfektion und K1 bietet uns die Moglichkeit diese zu erreichen. Ein gewohnlicher Mensch macht Fehler, was auch total normal ist,
weil Fehler zum Prozess des Lernen dazu gehdren. Aber was ist, wenn man einen ?Menschen? schaffen konnte, welcher kompl ett
fehlerfrei ist und dessen Lernprozess dennoch viel schneller ablauft? Welcher leistungsfahiger ist, al's ein normaler Mensch und
dafiir nicht einmal einen Lohn verlangt, sondern nur Stromkosten aufweist? Ein ?2Mensch?, der viel effizienter arbeiten kann und
keine Pausen braucht, weil er nicht miide wird oder die Konzentration nachlésst? K| bietet die Antwort darauf.

Algorithmen durchsuchen Mengen an Daten innerhalb kiirzester Zeit und das ohne Pausen und ohne Fehler zu machen und zwar mit
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hochster Effizienz. Messproben kdnnen genaustens analysiert werden und Roboter ermdglichen es uns an Orte zu gelangen, an
welche wir sonst nie gelangen konnten. Aber warum streben wir Uberhaupt nach Perfektion?

Ich glaube esist das Streben danach, das Unmogliche zu schaffen. Salvador Dali sagte eéinmal: "Hab' keine Angst vor der Perfektion
- duwirst sie nie erreichen". Dies entspricht auch meiner Meinung, denn ich glaube nicht, dass man je etwas Perfektes schaffen
kann. Es gibt immer kleine Einzelheiten, welche noch ausgebessert oder verbessert werden kénnen. Egal wie klein diese
Einzelheiten sind, sie werden immer da sein. Das passt auch zu uns, denn wir werden nie komplett fehlerfrel sein, warum sollten es
also die Dinge sein, welche durch uns erschaffen werden? Vielleicht strebt der Mensch deshalb auch danach die Dinge durch Kl
machen zu lassen, weil er hofft, dass sie dann perfekt werden. Das sehe ich aber auch a's unwahrscheinlich an, weil wir der K1 ja
versuchen menschliche Eigenschaften und Charakterziige beizubringen.

Aber nochmal zurtick zu dem Aspekt, dass der Mensch stets versucht das Unmégliche zu erreichen. Bereits die verschiedenen
Missionen der NASA oder der anderen Weltraumforschungsinstitutionen lassen Aufschluss dartiber geben, dass der Mensch nach
der Erkundung des Ungewissen strebt. So auch im Bereich der Kinstlichen Intelligenz. Er will die Grenzen des M 6glichen austesten
und dann tberschreiten. Ich denke, dass der Grund dahinter darin liegt, dass jeder Mensch in seinem Leben etwas erreichen will, was
ihn fur die Nachwelt in Erinnerung behalt und wie wiirde das besser funktionieren, als wenn man etwas Einzigartiges schafft? Ein
anderer Grund konnte allerdings auch sein, dass man versucht sein eigenes Arbeiten effizienter zu machen und Fehler zu reduzieren,
um annéhernd an die Perfektion heranzukommen und somit die Angriffsfléche fir Kritik anderer zu reduzieren.

Ein anderer Grund daf Ur, dass der Mensch gerade im Bereich der Kunstlichen Intelligenz immer weiter forscht, konnte der Wunsch
nach kompetenter Beratung und der Abgabe von Verantwortung sein. Wir sind oft genug gezwungen schwierige Entscheidungen zu
treffen. Haufig muissen diese sogar so spontan getroffen werden, dass wir gar nicht richtig abwégen kénnen, welche Entscheidung
die bessere wére. Und fast immer steht viel auf dem Spiel, wenn wir die falsche Entscheidung treffen sollten. Aber was wére, wenn
wir das gar nicht entscheiden miissten? Wenn das fir uns jemand anderes Ubernehmen wiirde? Und das auch noch recht zuverléssig?
Man kénnte die Verantwortung an Systeme kiinstlicher Intelligenz abtreten, welche die Entscheidungen nicht einfach nur treffen,
sondern mithilfe komplexer Algorithmen innerhalb des Bruchteils einer Sekunde prézise bestimmen kdnnten.

Mit seiner Verantwortung wiirde man dann auch seine Schuld abgeben, falls man die falsche Entscheidung getroffen hétte, wodurch
das Leben leichter wére, weil man nicht andauernd von Gewissenshissen geplagt wéare. Aber tragen unsere speziellen Eigenschaften
nicht dazu bei, dass wir oft Aspekte berticksichtigen, welche zum Beispiel Kl vernachldssigen wiirde?

Wir haben eine sehr eigene Art des Denkens, welche uns auch in unserer Entscheidungsfindung beeinflusst, und zwar positiv. Das
ist auch der Grund, warum wir uns so fr die Imitation menschlichen Verhaltens interessieren. Wir sind tiberzeugt davon, dass
unsere Art des Handelns und des Denkens Uberwiegend korrekt ist. Deshalb versuchen wir neue Systeme und Kiinstliche Intelligenz
auf Basis dessen zu entwerfen. Wir mdchten damit sichergehen, dass sie berechenbar bleibt und neben dem logischen Denken auch
andere menschliche Eigenschaften verkorpert, wie das Versténdnis von Moral.

Dabei bleibt es nicht nur bei der Imitation menschlichen Verhaltens sondern geht auch in die Richtung der Imitation menschlichen
Aussehens. Das beste Beispiel dafiir bilden humanoide Roboter, also Roboter, welche eine besondere dulRere Ahnlichkeit zum
Menschen aufweisen und Androiden, welche den Menschen nicht nur &ul3erlich nachahmen sondern auch versuchen dessen
Verhalten widerzuspiegeln und zu erlernen.

Ich denke, die Zielsetzung dahinter ist es, dass es dem Menschen leichter fallt ein Vertrauen zu der Maschine oder dem Roboter
aufzubauen, wenn dieser menschliche Eigenschaften auch in seinem Aussehen verkérpert. Gerade, wenn die menschendhnlichen
Roboter in Bereichen eingesetzt werden, in denen die Interaktion von Mensch zu Mensch von grof3er Bedeutung ist, kdnnte dies die
Zusammenarbeit erheblich vereinfachen. Ein Beispiel hierfir stellt das Gesundheitswesen dar, wo humanoide Roboter vor allem im
Bereich der Altenpflege und in anderen Pflegeeinrichtungen zunehmend zum Einsatz kommen kdnnten. Dadurch kénnte unter
anderem der Fachkraftemangel bekampft werden.

So kénnten die Humanoiden das Pflegepersonal entlasten, indem sie die einfacheren Aufgaben des Tétigkeitsbereiches tibernehmen.
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Die Roboter kdnnten neben der Unterstiitzung des alltéglichen Lebens in Pflegeeinrichtungen auch eine Méglichkeit zur Interaktion
bieten und fur eine kognitive und korperliche Betétigung sorgen, indem sie zu verschiedenen Fitnessiibungen oder kognitiven
Spielen anregen. Sie konnten parallel auch Uber das Geschehen in der Welt, das Wetter oder die neusten Meldungen aus dem
Bereich des Sports informieren und den zu Pflegenden somit einen Kommunikationspartner bieten, welcher zeitlich nicht ganz so
festgelegt ist wie das meiste menschliche Pflegepersonal. Dadurch kénnte auch die Sicherheit verstérkt werden, indem der Roboter
erlernt bei Rundgéngen immer nachzuschauen, ob bei den zu Pflegenden alesin Ordnung ist, oder eine Person aus dem
menschlichen Pflegeteam vorbeischauen soll. Um dies zu ermdglichen wére es natlrlich von Vorteil, wenn der Roboter Uber
maoglichst viele menschliche Eigenschaften verfiigt. Das Humanoiden in der Pflege akzeptiert werden kénnten zeigt unter anderem
eine Studie zur Anwendung von Humanoiden im Pflegebereich (Studie von Tobis et a. 2023 ? siehe Quellen).

Zudem ermdglicht das humanoide Aussehen eine Unterscheidung der Roboter mit gewdhnlichen Aufgaben von denen, welche
besondere Aufgaben erfillen sollen. Wenn der Roboter menschliche Eigenschaften aufweisen soll, warum sollte er also nicht auch
aussehen wie ein Mensch?

Der Mensch als Maschine - die Maschine als Mensch?

Der Mensch ist schon immer an kiinstlicher Intelligenz und Maschinen interessiert. Dabel werden diese wieich in dem letzten
Absatz schon néher erlautert habe, immer menschendhnlicher und das sowohl charakteristisch als auch vom Aussehen. Die
Maschine gleicht also immer mehr dem Menschen. Aber gleicht der Mensch auch einer Maschine? Diese andere Seite méchteich im
Folgenden néher beleuchten. Dabel stellt sich mir eine zentrale Frage: Sind wir so an dieser neuen Moglichkeit der Technologie
interessiert, weil wir in Robotern ein Ebenbild des unseren sehen?

Ich personlich bin der Auffassung, dass der Mensch durchaus maschinelle Eigenschaften aufweist. Allein der Arbeitsalltag macht
den Menschen teilweise zur Maschine. Wir sitzen den ganzen Tag im Biro und bearbeiten monoton irgendwel che Berichte. Wir
sitzen an der Kasse im Supermarkt und lassen die Verkaufsartikel tibers Flief3band rutschen. Oder wir fahren Lastkraftwagen von A
nach B, und das immer wieder. Nattrlich gibt es auch viele abwechslungsreiche Berufe und Tétigkeitsbereiche, aber wenn der
Berufsalltag von Monotonie und Gleichgiiltigkeit gepragt ist, ahneln wir durchaus Maschinen, welche einen Befehl erhalten und
diesen stumpf ausfiihren. Falls wir einen Beruf machen, der uns Freude bereitet, trifft dies selbstversténdlich nicht zu, aber oft ist
diesleider nicht der Fall.

Ein weiteres Beispiel hierfir bietet die klassische Flief3bandarbeit, welche vor allem in der Automabilbaubranche oder anderen
Bereichen, in denen Montage zu Einsatz kommit, stattfindet. Der Mensch wird dabei sich selbst entfremdet, indem man ihn seiner
Individualitat beraubt. Man macht ihn ersetzbar und austauschbar durch andere Menschen oder eben auch Maschinen. An dieser
Stelle mochte ich gerne das Zitat des amerikanischen Schriftstellers Elbert Hubbard anfiihren, welcher einmal sagte: "Eine
Maschine kann die Arbeit von flinfzig gewohnlichen Menschen leisten, aber sie kann nicht einen einzigen auf3ergewohnlichen
ersetzen." Ich finde, diese Aussage sagt sehr viel dartiber aus, wie stark die Konkurrenz zwischen Maschine und Mensch auf dem
Arbeitsmarkt geworden ist und wie besonders wir Menschen sind, denn wir haben viele besondere Eigenschaften und
Charaktermerkmale, welche Roboter und Maschinen nicht besitzen und welche uns einzigartig machen.

Das maschinelle Verhalten des Menschen |&sst sich aber auch im Bereich des Denkens verdeutlichen. Wenn wir uns logische
Zusammenhange erschlief3en oder komplexe Begebenheiten zu |6sen versuchen, denken wir auf eine Art und Weise, welche in den
Grundsétzen der Denkweise einer kiinstlichen Intelligenz gleicht. Esist dieses abschétzende, auf Intelligenz beruhende Denken.
Aber ich bin davon Uberzeugt, dass der Mensch dennoch etwas anders denkt. Uns fallt esleichter 2um die Ecke? zu denken. Eine Kl
kann nur die Daten durchforsten, welcheihr zur Verfligung stehen, aber der Mensch verfligt Gber eine andere Art des Wissens, eine
andere Art des Denkens. Wir gehen bestehende Schwierigkeiten anders an.

Dasist auch der Grund, warum ich denke, dass Menschen, die Chat GPT nutzen das Problem oder die Fragestellung nicht unbedingt
schneller und besser 16sen als andere Menschen. Sie |6sen sie einfach anders.

Esist schwierig in Worte zu fassen, auf welche Art und Weise wir anders denken. Ich glaube esist dhnlich wie die Art und Weise,
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auf welche Aristoteles den Menschen und das Tier unterscheidet. Aristoteles begriindet dies mit dem Unterschied zwischen Vernunft
und Intelligenz. Ich denke, dass es der Verstand ist, welcher den Menschen im Denken von der Maschine separiert, denn der
Verstand ist etwas anderes als die Intelligenz. Ich glaube, eine Maschine kann nie den Verstand erreichen, den der Mensch besitzt,
auch wenn sie vielleicht intelligenter oder wissensreicher sein mag.

Meiner Ansicht nach sollten diese Eigenschaften, welche uns so sehr auszeichnen, im Alltag viel mehr zur Geltung kommen, denn
was ist es sonst, was uns von Maschinen unterscheidet, wenn es nicht unsere Eigenart und unsere Fahigkeiten sind.

Rationa oder doch lieber emotional ?

Der Mensch zeichnet sich dadurch aus, dass er sowohl die emotionale al's auch die rationale Denkwei se und Entschei dungsfindung
beherrscht. Aber ist es letztendlich besser auf seinen Kopf und das logische Denken zu vertrauen oder sollte man doch lieber auf sein
Herz und seine innere Stimme hdren, welche die emotionale Seite berticksichtigt?

Das rational geprégte Denken ist von Objektivitét gepragt, wodurch der Einfluss personlicher Ansichten und aktueller Gefuihlslagen
auf die Entscheidungsfindung reduziert wird. Dies ermdglicht es uns die Entscheidung auch langere Zeit nach dem eigentlichem
Prozess der Entscheidungssuche und Findung fir richtig zu halten, weil wir durch die sachliche Denkweise auch die Zukunft in
unseren Beschluss einflief3en lassen kdnnen.

Des Weiteren trégt das analytische Denken dazu bei, dass wir mogliche Fehlentscheidungen schneller identifizieren und verhindern,
weil wir immer das grofRe Ganze im Blick behalten. Somit ziehen wir auch verschiedene Elemente zu unseren Uberlegungen dazu,
welche wir beim Denken auf Basis von Emotionen meist vernachldssigen oder ganz weglassen. Beispiele hierfir kdnnten die
langfristigen Auswirkungen fir sich selbst und andere sowie eine Beurteilung der Gesamtsituation mit all ihren Einzelheiten sein.
Das Denken weil3t dabei meist eine klare Strukturierung auf, von der Problemidentifizierung Uber die Entwicklung mdglicher
Entscheidungen und ihrer Alternativen bis hin zur letztendlichen Entscheidung fiir einen L ésungsweg.

Deshalbist das auf Logik und Objektivitét basierende analytische Denken oft flr Situationen geeignet, in denen esum die
strategische Planung von Ereignissen geht, wie zum Beispiel in der Finanzbranche oder dem Eventmanagement, aber auch der
Bereich der Wissenschaft und Technik basiert auf der Rationalitét.

Gerade in Situationen, in denen der Mensch ausreichend Zeit hat, um seine Entscheidung zu treffen, greift er haufig zum rationalen
Denken. Dieses weist allerdings auch viele Schwéachen auf. So ist es oft sehr zeitaufwendig und kann somit in komplexen und
dynamischen Situationen, welche eine schnelle Entscheidungsfindung erfordern, nicht gut angewandt werden. In solchen
Umgebungen sind Anpassungsfahigkeit und Flexibilitét gefragt, weshalb eine starre rationale Denkweise hinderlich sein kann.
Zudem geht das Zwischenmenschliche verloren, wenn der Beschluss nur auf Rationalitdt, Objektivitat und Logik beruht.

Rationales Denken kann auch zur Uberanalyse von Ereignissen fiihren, welche dann oft in purer Verzweiflung endet, weil man sich
nicht fUr eine der Optionen entscheiden kann, denn gerade bei komplexen Sachverhalten gibt es soft keine perfekte Ldsung. Man
wird dadurch letztendlich handlungsunfahig, weil man wie geldhmt ist und somit den entscheidenden Moment zur Ausfiihrung der
Handlung verpasst. Esist also gerade in der menschlichen Interaktion von grof3er Bedeutung, dass auch Emotionen und subjektive
Ansichten berlicksichtigt werden.

Bei der auf Emotionen und Intuition basierenden Entscheidungsfindung werden vor allem personliche Wertvorstellungen und
zwischenmenschliche Faktoren berticksichtigt. Die Entscheidung beruht meist auf einem emotionalem Verstandnis fir die Situation
moglicher beteiligter Mitmenschen und allgemein akzeptierten Uberzeugungen.

Zuihr greifen wir meist in Situationen, welche emotional ergreifend sind, beispielweise im familidren Bereich oder bel
Partnerschaften und Freundschaften. Aber auch bei Situationen, bel denen die Auswirkungen eine grof3e Anzahl an Personen
betreffen oder sehr gravierend sind, setzen wir auf Emotionen als Berater. In solchen Ausgangslagen, in denen wir emotional bertihrt
und angesprochen werden, versetzen wir uns meist in die betroffenen Personen hinein und beurteilen die Umstande aus deren Sicht,
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um einen anderen Blick darauf zu bekommen. Deshalb ist die Entscheidung héufig auch von Authentizitét gepragt, weil wir sie unter
Beriicksichtigung unserer eigenen Wertvorstellungen und dennoch auch aus Betrachtung der Perspektive anderer treffen, wodurch
wir im Einklang und zufrieden mit uns selbst sind.

Des Weiteren spielt unser Verstandnis von Moral, welches wir uns Uber die verschiedenen Etappen der Sozialisation aufgebaut
haben, hier eine ganz besondere Rolle. Um keine falschen Entscheidungen zu treffen, beziehen wir haufig auch eigene Erfahrungen
ein, welche wir in der Vergangenheit gemacht haben, weil wir vielleicht schon einmal eine dhnliche Situation erlebt und aus dieser
gelernt haben. Wir méchten fir jeden Beteiligten das grofitmogliche Gliick erreichen und Gutes tun. Daflr miissen wir aber die
einzelnen Aspekte des moglichen Leids und Gliicks der einzelnen Betroffenen gegeneinander abwéagen. DafUr gibt es
unterschiedliche Wege, welche von vielen Philosophen bereits aufgearbeitet wurde. So zum Beispiel die Theorien des
Regelutilitarismus nach Mill, des Praferenzutilitarismus nach Singer oder des Handlungsutilitarismus nach Bentham.

Diese Art Situationen zu beurteilen ist aber auch besonders fir Umstéande geeignet, in denen man zu einer schnellen Entscheidung
gezwungen ist, weil wir dabel weniger Analyse betreiben und somit schneller einen Entschluss fassen.

Aber natirlich besitzt auch diese Gegenseite des rationalen Denkensihre Schwéchen. So wird die Entscheidung oft subjektiv und
nach eigenen Vorstellungen getroffen, weil es schwierig ist, sich in die Sichtweisen der anderen hineinzuversetzen und oft auch die
Zeit dafur nicht ausreicht. Dabei konnen einzelne Gefuhle Uberbewertet werden, was zur Folge hétte, dass der Prozess die richtige
Entscheidung zu treffen verfé scht und erschwert wird. Auf der anderen Seite kann es natiirlich auch sein, dass man sich sozialem
Druck ausgesetzt fuhlt, indem man zu stark von den Meinungen und Wertvorstellungen anderer beeinflusst wird.

Die fehlende Strukturierung dieses Prozesses der Entschel dungsfindung und das Durcheinander der Emotionen bedingen zudem
nicht gerade selten das Vergessen wichtiger Aspekte wie der langfristigen Folgen eines Entschlusses. Meistens wird der Entschluss
sehr spontan und impulsiv gefasst, was dazu filhren kann, dass man ihn spéter bereut und dadurch in Bezug auf die fir sich selbst
korrekte Entscheidungsfindung verunsichert wird.

Die auf Basis von Emotionen getroffene Entscheidungen sind allerdings auch risikoanfalliger sich al's Fehlentscheidungen zu
offenbaren. Dies verdeutlicht das folgende Alltagsbeispiel, mit dem sich jeder schon konfrontiert gesehen hat: ein Streit. Im Streit
kochen die Emotionen hoch, welche dazu fuhren, dass wir manchmal Dinge sagen, die wir nicht so meinen und nie laut
ausgesprochen hétten, wenn wir rational unser Handeln Gberdacht hétten. Dieses Beispiel 18sst sich auch auf andere Fallbeispiele
Ubertragen. Nehmen wir an, eine Person ist am Ertrinken und kann sich selbst nicht mehr helfen. Eine andere Person steht am Rande
des Gewdssers und hat die Méglichkeit die ertrinkende Person zu retten. Aber kurz zuvor hat ein heftiger Streit zwischen den beiden
stattgefunden. Beide sind Konkurrenten in einem grof3en Unternehmen und das Konkurrenzdenken setzt ein. Es kommen Gedanken
auf wie: "wenn ich ihn jetzt ertrinken lasse, dann habe ich die Beforderung sicher." oder "Auferdem hasse ich ihn, weil er mir meine
Freundin ausgespannt hat." und "ich kénnte einfach weitergehen und niemand wiirde davon erfahren”. Das Beispiel ist sehr extrem
und Ubersteigert dargestellt, aber eine auf Vernunft basierende Entscheidung wirde hier vermutlich anders ausfallen als eine auf
Emotionen beruhende.

Ich personlich denke deshalb, dass die Kombination von beiden fur uns am besten ist, uns auszeichnet und von anderen Spezies
abhebt. Rationale Uberlegungen kénnen uns helfen, klare Optionen zu entwickeln und die Auswirkungen zu bewerten, wahrend
emotionale Einsichten dazu beitragen kdnnen, die zwischenmenschlichen Aspekte einer Entscheidung zu berlicksichtigen. Esist der
Ausgleich zwischen Emotion und Verstand, welcher uns sicher zu der korrekten Entscheidung fiihrt und dabei sowohl analytische,
logische und rational e als auch moralische, zwischenmenschliche und emotionale Aspekte beriicksichtigt. Wir beurteilen dadurch
sowohl subjektiv als auch objektiv und erweitern somit unsere Sichtweise auf die jeweilige Situation, in der wir uns befinden.

Beide besitzen ihre Stérken und Schwéchen, aber kombiniert vereinen sie die Starken. Um dies zu verdeutlichen mdchte ich das
Beispiel eines Brandes eines Autos auf dem Standstreifen einer Autobahn anfiihren. Der Verstand hétte einem dazu geraten, erstmal
die Unfallstélle abzusichern, die Rettungskréfte zu informieren, und dann unter dem Motto Eigenschutz das Auto zu |6schen und den
Insassen zu helfen. Wahrenddessen wiirden die aufkommenden Emotionen einen vermutlich dazu drangen direkt zu versuchen, die
Insassen des Autos zu retten, weil jede Sekunde bei solch einer Situation z&hlt. Hier ist es die Kombination beider Aspekte. Man
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muss die Unfallstelle zumindest teilweise absichern, um Folgeunfalle und groferes Leid zu verhindern. Dennoch sollte man direkt
nach der Erstsicherung die Insassen versuchen zu retten, weil weitere Einsatzkréfte zu spét kommen wirden. Eslésst sich also
festhalten, dass emotionsbedingtes Handeln uns oft zu riskanten Entscheidungen tendieren l&sst, wéhrend der Verstand eventuell
nicht sofort die Notwendigkeit des Handelns erfasst, weshalb die Kombination beides verbindet und am besten geeignet ist. Luc de
Clapiers marquis de Vauvenargues sagte dazu einmal: "Verstand und Gefuhl beraten und Ergénzen einander. Auf keines der beiden
kann man verzichten, ohne sich der Gefahr auszusetzen, seinen Weg zu verlieren”. Er ist damit auch meiner Ansicht, dass wir am
besten aufgehoben sind, wenn wir beidem vertrauen, sowohl unserem Verstand, a's auch unserem Gefiihl.

Die Art der Entscheidungsfindung, welche fir uns am besten funktioniert, ist nattrlich auch abhangig von der jeweiligen Situation,
in der wir uns befinden. Manchmal ist die eine Methode vorteilhafter und das Verh&tnis von Emotion und Rationalitét, welches wir
nutzen, um uns zu entscheiden, verschiebt sich zugunsten der einen Methode. Dennoch sollte eine ausgewogene Entscheidung beide
Aspekte, sowohl die rationalen als auch die emotionalen beriicksichtigen.

Ich finde, der Tanz zwischen Vernunft und Emotion gleicht einem Lauf auf der Slackline, immer in der Gefahr einen falschen
Schritt zu machen, eine falsche Entscheidung zu treffen. Und dennoch probieren wir uns aus. Begehen Fehler und lernen aus diesen.
Egal wie oft wir hinfallen, wir stehen immer wieder auf und probieren es erneut. Es gehort zu unserem Uberlebensinstinkt, zu
unseren inneren Trieben. Und genau das |&sst uns wachsen und unsere Entschel dungsfindung ausbessern und entwickeln. Genau
dadurch werden wir besser und kdnnen mehr Gutes tun. Das zeichnet uns aus und macht uns besonders.

Muss ich so gut sein wie mein Computer?

Die stetige Weiterentwicklung von Technik und Kunstlicher Intelligenz hat schon in den letzten Jahren zu tiefgreifenden
Veranderungen unseres Alltags gefuhrt. Ob wir die Automatisierung von Arbeitsprozessen betrachten, oder die Entwicklungen im
Forschungs- und Gesundheitswesen. Kiinstliche Intelligenz beeinflusst unseren Fortschritt, unsere Kommunikation und unseren
Arbeitsalltag. Folglich wird die Frage der Rolle des Menschen in einer sich auf diese Weise verandernden Welt immer dréngender.
Welche Fahigkeiten sind in Zukunft gefragt? Und muss ich so gut sein wie mein Computer, um mit den Umstrukturierungen auf
dem Arbeitsmarkt mithalten zu kénnen?

Ich denke, dass diese Fragestellung sehr komplex und schwierig zu beantworten ist, denn einerseits benétigt man bestimmte
Grundkenntnisse, um die Systeme bedienen oder mit kiinstlicher Intelligenz arbeiten zu kénnen, aber andererseits muss man bei
weitem nicht Uber ein solche Breite an Wissen verfiigen, wie es die Kl tut. Die Notwendigkeit viel Uber die jeweilige Maschine zu
wissen ist vor alem abhéngig von der jeweiligen Art der Nutzung und der Zielsetzung hinter der Anwendung.

Benutze ich beispielweise ein Schreibprogramm wie Word an meinem Computer, wie ich es gerade tue, so mussich wissen, wieich
meinen Laptop oder Computer und das Schreibprogramm in der Hinsicht bediene, dassich einen Text schreiben kann. Ich bendtige
dazu kein Wissen zu den tausend anderen M 6glichkeiten, welche der Laptop oder das Programm mir bieten. Die Bedienung ist
folglich leicht und ich kann dennoch grof3es damit bewirken.

Nehmen wir ein anderes Beispiel. Ein Arbeiter in einem Grof3unternehmen bedient eine Maschine, beispielweise einen Kran oder
ein anderes grof3es Fahrzeug. Er muss weitaus mehr Uber die Maschine wissen, welche er bedient, alsich wissen muss, wennich
einen Aufsatz schreibe. Er muss Uber die korrekte Bedienweise Bescheid wissen und die Funktionsweise seiner Maschine kennen.
Macht er einen Fehler, so hat dieser wesentlich schlimmere Auswirkungen zur Folge.

Um diese Reihe an Beispielen zu vervollsténdigen betrachten wir einen Kampfjetpilot. Er muss seine Maschine in und auswendig
kennen. Er muss sowohl mdgliche Schwachstellen im System der Maschine kennen, a's auch jede einzelne Funktion und
Ausfuhrungsweise. Dabel muss er seine Handlungen in Hinsicht auf die Auswirkungen hinterfragen und darf sich keine Fehler
erlauben, denn Menschenleben steht auf dem Spiel. Beispielweise wenn es um die Entfiihrung eines Flugzeuges wie zum Beispiel
der Landshut im Jahr 1977 geht oder um den Abschuss eines von Terroristen entfiihrten Passagierflugzeuges. Die Situation ist dabei
wesentlich brisanter, weshalb derjenige, welcher die Maschine bedient Uber mehr Wissen in Zusammenhang mit seiner Maschine
verfiigen muss. Wenn ich mich bei meinem Aufsatz vertippe, ist das nicht weiter schlimm, denn ich kann auf die ?EntfernenTaste?
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driicken und gegebenenfalls von vorne anfangen. Ein Kampfjetpilot hat diese Méglichkeit nicht mehr, wenn er die Taste zum
Abldsen einer Luft-Boden-Rakete betétigt hat.

Man sieht also, dass sehr viel von der Verwendungswei se der Maschine abhéngt. Es wird deutlich, dass der Computer oder die Kl
nur so gut sind, wie der Mensch dahinter, welcher sie bedient. Man muss nicht alles wissen, man muss nur wissen, wo man esim
Internet findet, oder wie man die K| bedienen muss, um es zu finden. Das ist &hnlich wie im Bereich der Rechtswissenschaften.
Anwaélte kdnnen auch nicht jegliche Gesetzbiicher auswendig, sie wissen aber, wo sie nachschlagen miissen, um das zu finden, was
sie suchen. Dazu passend ist die Aussage von Oscar Wilde, welcher sagte: "Gegenwartig konkurriert die Maschine mit dem
Menschen. Unter den richtigen Verhaltnissen wird sie dem Menschen dienen”.

Esist nicht notwendig, so gut wie ein Computer zu sein, denn wir Menschen besitzen einzigartige Fahigkeiten und Qualitéten, die
Computer oder KI nicht ersetzen kénnen. In vielen Bereichen, inshesondere dort, wo Kreativitét, Empathie und komplexes Denken
gefragt sind, haben wir durch unsere einzigartige Art des Denkens einen unschétzbaren Vorteil.

Kann man Menschlichkeit und Moral programmieren?

Eine Folge der immer weiter voranschreitenden Entwicklung in den Bereichen der Technik und der Kuinstlichen Intelligenz ist die
Debatte um den Einsatz von K1 in Gebieten, in denen Menschlichkeit und Moral gefragt sind. Grundlage dieser Debatte bildet die
Fragestellung, ob Moral und Menschlichkeit programmierbar sind und von K1 angewandt werden kénnen.

Um dieser Fragestellung auf den Grund gehen zu kdnnen, mussen wir uns erst einmal fragen, ob wir Gberhaupt ein allgemeines
Versténdnis von Moral haben oder dieses festlegen konnen. Hierbei treten schon erste Schwierigkeiten auf, denn die Moral ist ein
sehr komplexes Konzept, welches von Kultur zu Kultur andersist. Da dieses komplexe Konstrukt nicht nur kulturabhéngig, sondern
auch noch subjektiv ist und somit von jedem Menschen anders definiert wird, erweist sich alein die einheitliche Programmierung
von Moral als schwierig, falls diese tUberhaupt moglich ist.

Eine weitere Komplikation besteht darin, dass Maschinen und auch K1 nicht auf die gleiche Art und Weise Emotionen empfinden
kdnnen wie wir. Dawir uns aber dadurch auszeichnen emotionsbasiert zu denken und zu handeln, kann das Moralverstandnis einer
Maschine nur durch die theoretischen Aspekte der Moral gepragt sein. Der zwischenmenschliche Aspekt der Moral wird nie
programmierbar sein, weil die Differenzen zwischen Maschine und Mensch einfach zu grof sind, zumindest was den aktuellen
Stand der Dinge angeht.

Dies wird gerade darin deutlich, dass wir unsere Wertvorstellungen und somit auch unser Moralversténdnis mit der Zeit und nicht
auf einmal erlangen. Dieser Prozess erfolgt dabel parallel zu dem Prozess der Sozialisation, welcher sich nochmalsin
unterschiedliche Schritte unterteilen 1asst. Gerade die primére Sozialisation, welche im familidren Umfeld erfolgt, ist gepragt von
Emotionen und dem Prozess des Lernens. Weil kinstliche Intelligenz keine Emotionen empfinden kann, fallt dieser Teil der
Moralvorstellungen schon einmal weg. Die Maschine kann sich kein eigenes Verstandnis von Moral, welches von den
Moralvorstellungen der Menschen um sie herum geprégt ist, ausbilden. Die sekundére Sozialisation zeichnet sich dadurch aus, dass
wir dasin der priméren Sozialisation Erlernte mit einem erweitertem Umfeld abgleichen. Hierbel spielen dann vor allem
Anpassungsprozesse und Lernprozesse eine grof3ere Rolle. Die Maschine verpasst also auch hier das Aufwachsen in einer
Gemeinschaft und somit einen prégnanten Teil der Fahigkeit, sich ein Versténdnis von Moral aufzubauen.

Ich denke, dass man Moral nicht programmieren kann, sondern nur Vorstellungen von Moral, weil ich glaube, dass man sich sein
Moralversténdnis selbst bilden und aufbauen muss. Dabei muss man die verschiedenen Stufen der Sozialisation durchschreiten und
sowohl von Einfliissen des rationalen als auch des emotionalen Handelns beeinflusst werden. Ich bin auch davon Uberzeugt, dass
dieser Prozess nur dazu beitrégt, unser Versténdnis von Moral zum Vorschein zu bringen, weil jeder von uns von Geburt an die
Grundlagen besitzt, sich moralische Vorstellungen aufzubauen. Inwiefern diese sich dann ausprégen, hangt von unserem Umfeld
und der Sozialisation ab, aber wir alle haben die Fahigkeit dazu. Und diese Fahigkeit hat K1 nicht, well ihr die Veranlagung dazu
fehlt.
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Deshalb kann nur die Vorstellung von Moral programmiert werden, weil diese auf Verhaltensrichtlinien und Regeln besteht, welche
allgemein akzeptiert und anerkannt sind und somit nicht individuell durch den Aufbau des eigenen Moralversténdnisses ausgebildet
werden. Dabel kdnnen zum Beispiel auch philosophische Theorien einflief3en, weil diese auch eindeutig formuliert und nicht
zwischenmenschlich und individuell sind. Die Programmierung kann a so neben den individuellen Wertvorstellungen des
Programmierers auch allgemein akzeptierte und festgelegte Verhaltensregeln beinhalten.

Daraus folgt, dass eine Maschine auch nur soweit programmiert werden kann, dass sie in bestimmten Situationen bestimmte
Entscheidungen trifft. Die Frage ist, ob diese Entscheidung immer noch die richtige ist, wenn bestimmte Parameter variieren. Eine
Stérke des Menschen ist, dass er aus Erfahrung zwischen verschiedenen Parametern abwégen kann, auch wenn diese sich nur ahneln,
wahrend eine Maschine nur die erlernten Algorithmen anwenden kann. Thr 2V erstandnis von Moral ? beruht nur auf dem bereits
durch Informationen ?Erlerntem?, wahrend ein Mensch dieses moralische Verstandnis Ubertragen kann. Dadurch kénnen wir unsere
Moralvorstellungen auf unterschiedliche Situationen anwenden. Die Kl ist darin insofern beschrankt, als dass sie nur Uber das
Wissen verfligt, welche Entscheidung oder welche Handlung in einer konkreten Situation die richtige ist. Dadurch ist siein ihrem
Handeln auf den Programmierer angewiesen und nicht autonom, was Moral eigentlich voraussetzt. Diese Kontextabhéngigkeit der
Moral Uberfordert kiinstliche Intelligenz und Maschinen und zeichnet sich als Stérke des Menschen und seiner Moralvorstellung aus.

Eine weitere Frage, welche an dieser Problematik anknupft, besteht darin, ob eine K1 fahig ist, die Folgen ihrer Entscheidungen
einzuschétzen. DafUr muss sie auch féhig sein, ihr Handeln zu reflektieren und zu hinterfragen. Hierbel ist die K1 erneut
eingeschrankt, weil sie die Reflektion ihres Handelns nur auf Basis analytischer Ergebnisse durchfiihren kann und nicht wie der
Mensch auf Basis der eigenen Erfahrungen und Moralvorstellungen.

Daraus folgt die Schwierigkeit, dass die programmierten Wertvorstellungen manchmal in ihren Werten konkurrieren, die einzelnen
Werte also miteinander im Konflikt stehen. Der Mensch ist fahig., in solchen Situationen die eigenen Werte gegenenander
abzuwégen, dass kann die Maschine nicht, weil es nicht ihre eigenen Wertvorstellungen sind. Sie kann diesen Konflikt nicht
angemessen |8sen, aufder es wurde vorher bel der Programmierung angegeben, wie bedeutend die einzelnen Werte und Regeln im
Vergleich sind.

Ein grofRes Problem stellt auch dar, dass KI zwar die Definition bestimmter Werte weil3, diese aber nicht greifen kann. Wir
Menschen lernen mit der Zeit, was bestimmte Werte zwischenmenschlich bedeuten. Diesist wichtig, um sie umsetzen zu kénnen.
Wenn ich zum Beispiel nicht weil3, was Gerechtigkeit ist, so kann ich mich nicht dafur einsetzen, dass sie angewandt wird. Eine K|
Ubernimmt die Definition, welche ihr vom Programmierer verinnerlicht wird, aber sie kann sich diese nicht selbst aneignen oder
verstehen, weil sie eben nicht die Sozialisationsprozesse durchlauft und in Kontakt mit der Gemeinschaft kommt oder Situationen
durchlebt, in denen dieses Versténdnis von zum Beispiel Gerechtigkeit weiter ausgepragt oder gar verandert wird.

Weil Kl kein klares Verstandnis fir Werte entwickeln sondern diese nur wiedergeben kann, stellt sich die Frage, wer die
Verantwortung fir Entscheidungen trégt, welche von kinstlicher Intelligenz getroffen werden. Tragt sie die Kl selbst und ist eine
Maschine Uberhaupt féhig dazu, Verantwortung fir ihre Entscheidungen zu tbernehmen? Liegt die Verantwortung bei den
Entwicklern und den Programmierern, welcher die K1 entwerfen und ihr das eigene Versténdnis von Moral mit all den Werten
auferlegt hat? Oder liegt die Verantwortung bei den Unternehmen, welche die K1 einsetzen? Konnte sogar der private Nutzer der Kl
fUr mogliche Fehlentschel dungen verantwortlich gemacht werden? All diese Fragen implizieren automatisch die Frage der Schuld,
denn wer trégt die Schuld fir den Fehler, den eine Maschine aufgrund unzureichenden Wissens oder falscher Abwagungen begehen
kann?

Bei der Beantwortung dieser Fragestellungen spielt die Balance von Effizienz und Autonomie auf der einen und
Verantwortungsverlust auf der anderen Seite eine entscheidende Rolle. Wir miissen selbst entscheiden, wie viel Verantwortung wir
abgeben wollen, indem wir uns der direkten Entschel dungsfahigkeit entziehen. Dabei miissen wir die Fehleranfélligkeit des Systems
mit seiner Effizienz abwagen. Wie vidl sollte eine Maschine ohne den direkten Einfluss des Menschen auf Grundlage ihrer
Programmierung und Analyse entscheiden kdnnen, um effizient zu arbeiten und dennoch mdéglichst wenige Fehler zu machen?

Hierbei neigen wir dazu, der KI nur nach und nach mehr Freiraum in Entscheidungsfragen zu gewahren, weil wir von Natur aus
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dazu tendieren, Kontrollmechanismen fir unsere Entscheidungen zu bendtigen. Das Vertrauen in K1 erfordert hingegen oft, dass
man die Kontrolle Uber kritische Entscheidungen abgibt, was vielen grundsétzlich erst einmal schwerfallen kann.

AlsBeispid fir einen Bereich, in dem die Debatte um weitestgehende Entscheidungsfreiheit der K1 gerade allgegenwartig ist, 18sst
sich das Autonome Fahren nennen. Dabei gibt der Mensch sehr viel seiner Verantwortung an das System seines Autos ab, in dem er
ihm komplettes Vertrauen schenkt.

NatUrlich kann man sich aktuell noch tiberlegen, ob man trotzdem wachsam hinter dem Lenkrad sitzt, um eventuell noch eingreifen
zu kénnen, aber viele lassen sich mit der Zeit dann doch dazu verleiten, wahrend der Fahrt etwas anderes zu tun, um ihre eigene
Arbeitseffizienz zu erhdhen, indem sie Zeit gewinnen. In Zukunft wird es vermutlich gar nicht mehr die Mdglichkeit eines
Eingreifens geben, indem das Lenkrad ganz weggelassen wird, um mehr Platz im Innenraum des Fahrzeuges zu schaffen.

Automatisiertes Fahren bietet viele Vorteile. So haben automatisierte Fahrzeuge das Potenzial, das heute bekannte
Mobilitétsverhalten von Grund auf zu verandern, indem der Nutzer beispielweise wahrend der Fahrt anderen Tétigkeiten nachgehen
kann. Dadurch kann erreicht werden, dass das Verhéltnis von Arbeit und Freizeit ausgeglichener wird, weil weniger Zeit auf dem
Weg zur Arbeitsstelle verloren geht. Des Weiteren kann auch sichergestellt werden, dass man bis ins hohe Alter mobil bleibt. Somit
wird die Mobilitét auch fir &ltere oder beeintrachtigte Menschen erhalten.

Neben den positiven Aspekten fir den Privatverbraucher verspricht die Technologie auch Vorteile fir die gesamte Gesellschaft. So
sollen automatisierte Fahrfunktionen fir mehr Sicherheit sorgen, indem sie menschliche Fehler wie Unaufmerksamkeit und
Ubermiidung durch die hohe Effizienz einer Maschine ersetzen, welche immer aufmerksam ist, egal zu welcher Uhrzeit oder unter
welchen Fahrbedingungen. Selbstfahrende Fahrzeuge reduzieren somit auch die Anzahl der Unfélle, welche unter dem Einfluss von
Alkohol- oder Rauschmittelkonsum stattgefunden haben.

Auch Unfélle, welche durch die Ablenkung des Fahrers hervorgerufen werden, weil dieser mit seinen Emotionen oder mit seinem
Handy beschéftigt ist, werden somit verhindert. Es wiirde auch nicht zu sogenannten Diskounfallen kommen, bei denen vor allem
junge von Partys heimkehrende Personen durch die Gruppe dazu bewegt werden Gbermitig zu fahren und bel denen die Beteiligten
zusétzlich meist angetrunken sind. Der Computer des Autos kann zudem das Fahren sicherer gestalten, weil er zum Beispiel
Entfernungen oder Geschwindigkeiten bei Uberholmandvern genau berechnen kann und nicht wie ein menschlicher Fahrer nur
abschétzt. Auch dadurch wird das Unfallrisiko gesenkt.

Autonomes Fahren birgt nattrlich nicht nur Chancen sondern auch Risiken. So kénnen fehlerhafte Sensoren das System mit

Fal schinformationen fittern und somit dessen Entscheidungsfindung in Hinsicht auf zum Beispiel das Bremsverhalten negativ
beeinflussen. Zu den technologischen Mangeln zahlen dabei auch Softwarefehler, welcher den Nutzer in gefahrliche Situationen
bringen kénnen. Der Aspekt, dass das System computergestiitzt funktioniert, vergrofiert die Anfalligkeit fir Hackerangriffe. So
konnten Menschen von tberall auf der Welt mit nur einem Klick zahlreiche Fahrzeuge lenken und beschleunigen und somit Unfélle
und Chaos hervorrufen. dadurch steigt auch die Wahrscheinlichkeit, dass solche Hackerangriffe zu terroristischen Zwecken genutzt
werden. Ein weiteres Problem, welches damit in Zusammenhang steht ist das Sammeln von zum Beispiel Standortdaten der
Benutzer. Somit konnten Datenschutzrechte des Individuums verletzt werden und sensible und personliche Daten an die
Offentlichkeit gelangen.

Die wahrscheinlich grofite Schwachstelle des autonomen Fahrens aber bleibt das Versténdnis von Moral. Denn gerade im Bereich
der Mobhilitat und des Verkehrs werden wir durch plétzlich auftauchende unerwartete Situationen gezwungen uns moralisch zu
entscheiden. Wenn zum Beispiel direkt vor uns ein kleines Kind auf die Stral3e lauft, wir aber nicht mehr bremsen kénnen und auch
nicht auf den Gehweg ausweichen kénnen, weil dort eine Mutter mit einem Kinderwagen spazieren geht. In dieser Situation missen
wir anhand unserer Wertvorstellungen wahlen, ob wir gerade aus weiterfahren oder doch ausweichen. Die Komplexitét einer solchen
Situation kénnte kiinstliche Intelligenz Uberfordern, weil sie nicht abwagen kann, da sie nur Vorstellungen von Moral programmiert
bekommen hat und diese nicht anwenden kann, weil sie sie nicht versteht. In einem solchem ethischen Dilemma kann man sich
meiner Meinung nach nicht darauf verlassen, dass K1 bel der Abwagung von Leben die richtige Entscheidung wahlt. Ich glaube
auch, dass esin einer solchen Situation keine "richtige” Entscheidung gibt, sondern nur eine fir das gréftmogliche Wohl aller
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Beteiligten. Selbst wir Menschen sind in solchen Situationen manchmal einfach schlichtweg tberfordert, aber wir besitzen die
Fahigkeit dank unserer Wertvorstellungen dennoch zu versuchen, eine Entscheidung zu treffen, fir welche wir die Verantwortung
tragen. Eine K1 kann fir ihr Handeln nicht die V erantwortung tbernehmen, weil sie die Entscheidung auf Basis menschlicher
Vorstellungen von Verhaltensregeln und wichtigen Werten bildet. Sie trifft die Entscheidung dadurch nicht komplett autonom.

Daraus resultiert die Frage, wer bei einer Fehlentscheidung der Kl die Verantwortung trégt und fur schuldig bekannt wird. Auf der
einen Seite haben Entwickler und Programmierer einen Schuldanteil, well sie die Systeme entwickelt und die Algorithmen, auf
dessen Basis die K| die Entscheidungen trifft, gestaltet haben. Sie haben der KI auch ethische Standards und Moralvorstellungen
auferlegt und somit ihr Veralten mitzuverantworten. Wenn aufgrund von fehlerhaften Daten der Programmierung oder Verarbeitung
eine Fehlentscheidung der K1 schlimme Folgen nach sich zieht, seheich die Verantwortung klar bei den Entwicklern.

Auf der anderen Seite sehe ich den Nutzer der K1 in der Verantwortung, diese zu Uberwachen. Sie sind auch fir den korrekten
Einsatz der K1 in der Verantwortung und tragen meiner Meinung nach die Schuld, wenn sie die Fehlentscheidung der K1 hétten
vermeiden konnen. Beispielweise beim autonomen Fahren, wenn sie hétten ins Lenkrad greifen kénnen, um die falsche
Entscheidung der K1 zu verhindern.

Die Verantwortung liegt also bei vielen Personen, sowohl bei denen, welche das System nutzen und deren Funktionsweise
Uberwachen missen, als auch bei denen, die fur die Entwicklung der Systeme zustandig sind. Gerade die Programmierung von
Wertvorstellungen Ubertragt dem Entwicklerteam einen Grofiteil der VVerantwortung.

Zusammenfassend kann ich also sagen, dass ich denke, dass man zwar Vorstellungen von Moral programmieren kann, aber nicht das
Versténdnis von Moral. Dieses muss man sich selbststéndig Uber die Prozesse der Sozialisation aneignen, was meistens ein ganzes
Leben lang dauert. KI kann das nicht, sie kann auch die Werte, welche ihr auferlegt werden, nicht verstehen, weshalb sie sie nicht
Ubertragen kann. Sie kann sie nur auf Situationen und Fallbei spiele anwenden, welche ihr ausdriicklich impliziert wurden. Daraus
folgen dann natiirlich Systemschwéchen, weil die K1 in komplexen Situationen Uberfordert ist, in welchen wir Menschen aufgrund
unseres ausgepragten Verstandnisses von Moral besser zurechtkommen. Man sollte sich also gut tiberlegen, wie viel Verantwortung
man an Maschinen abgeben mochte, indem man diesen Entschel dungsfreiraum gewahrt.

Blick in die Zukunft: Hohes Entwicklungspotenzial dank K

Der Einfluss kinstlicher Intelligenz auf unser Leben und den Alltag ist in den letzten Jahren extrem angestiegen. Durch den
technischen Fortschritt ist auch zukinftig damit zu rechnen, dass KI immer mehr zu einem unverzichtbarem Bestandteil unseres
Lebens wird. Dieses enorme Entwicklungspotenzial, was K1 mit sich bringt, bezieht sich allerdings nicht nur auf das Leben des
Privatkonsumenten sondern auch auf allgemeine gesellschaftliche, wirtschaftliche und technol ogische Bereiche. So kann nahezu
jede Branche von kinstlicher Intelligenz und ihrer Anwendung in den unterschiedlichsten Einsatzbereichen profitieren. Dabei wird
uns nicht nur die Moglichkeit gegeben, bestehende Prozesse zu optimieren, sondern auch neue Wege des Denkens und Handelns zu
gehen.

Den wohl grofdten Vorteil kiinstlicher Intelligenz kann man in dem Bereich der Produktion beobachten. Dort tragen Maschinen und
Kl dazu bel, dass Produktionsverfahren effizienter gestaltet werden kdnnen, wodurch sie den jeweiligen Unternehmen einen
Wettbewerbsvorteil schaffen und diese mehr Umsatz erzielen kdnnen. Zudem kdnnen Arbeitsvorgénge wie Akkordarbeit, welche oft
unter schlechten Arbeitsbedingungen erfolgen, weil sie meist sehr anstrengend sind und der Arbeiter wenig Pausen hat, zunehmend
automatisiert werden. Dadurch steigt auch das Wohl der Mitarbeiter des Unternehmens, welche dann eher mit der Uberwachung der
Produktionsprozesse und Wartung der Maschinen beschéftigt sind. Sie kénnen sich auch auf komplexere Aufgaben konzentrieren,
da Routineaufgaben von den Maschinen bernommen werden. Das Unternehmen kann dabei vielleicht sogar die L 6hne anheben,
weil die Maschinen abgesehen von den Wartungs- und Stromkosten relativ geringe Betriebskosten haben, weil sie keinen Lohn
fordern. Ein weiterer Vortell der Automatisierung der Arbeitsprozesse besteht darin, dass Maschinen keine Pausen benttigen und
somit die Produktionseffizienz zunehmend erhoht wird.

Einen weiteren grof3en Vorteil verkorpert die Datenanalyse, welche dankkinstlicher Intelligenz schneller und genauer erfolgen kann.
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DieKl ist dabei in der Lage tausende von Daten nach Mustern zu durchforsten, welche der Mensch eventuell Gbersehen wiirde,
wozu er aber sicherlich auch vielmehr Zeit benttigen wiirde. Dies kann beispielweise bei der Analyse von Bildmaterialen und Daten
im Bereich der Strafverfolgung erfolgen, betrifft aber auch den Finanzsektor oder den Forschungs- und Gesundheitsbereich. Die Kl
kann dabei aufgrund der vielen verarbeiteten Daten auch unter nahezu optimalen Bedingungen V orhersagen fur die Zukunft treffen.
Dies spielt unter anderem bei der VVorhersage des Wetters oder der Prognose von Umweltkatastrophen eine wichtige Rolle.

Diesfihrt uns direkt zum néchsten Bereich, in dem Kl eine bedeutende Rolle spielt. Die heutige Forschung ist zunehmend auf Kl
angewiesen. Die computergestiitzten Analysen sind essentiell, um Entwicklung und Forschung gezielt vorantreiben zu kénnen. Und
dass nicht nur, weil K1 in schnellerem Zeitraum viel mehr Daten analysieren kann als der Mensch, K1 kann auch Experimente
simulieren und somit optimale Parameter fir deren Durchfiihrung ermitteln. Dies erspart den Laboren und Forschungsinstituten
Materialkosten und Zeit sowie Aufwand. Auch die Fahigkeit der KI Vorhersagen zu treffen kann hier eine Rolle spielen. Durch den
Einsatz von kinstlicher Intelligenz im Forschungsbereich kann auch die Zusammenarbeit verschiedener Forschungsbereiche und
Institute vereinfacht und optimiert werden, indem die K1 die Forschungsergebnisse zusammenfuhrt und eventuell vergleicht oder
Schnittmengen sucht.

Diese Fahigkeit der KI kommt dabel auch dem Gesundheitsbereich zugute, mit dem die Forschung oftmals direkt in Verbindung
steht. Kiinstliche Intelligenz kann die genaue Uberwachung von Patienten verbessern oder individuelle auf den Patienten angepasste
Behandlungswege erstellen, welche auf Grundlage einer ausfiihrlichen Analyse mdglicher Untersuchungsergebnisse erfolgen wiirde
und somit Arzte entlasten kénnte. Auch im Verwaltungsbereich konnte K| das Personal entlasten, indem sie fiir die Erstellung von
Terminkalendern oder Patientenakten zustandig ist. Dadurch kénnte sich das Gesundheitspersonal mehr auf die Versorgung der
Patienten fokussieren.

Man sieht also, dass K1 viele Bereiche des Zusammenlebens optimieren oder vereinfachen kann und zwar in nahezu allen Bereichen
des Alltags. Die Mdglichkeiten der Verwendung sind dabei vielseitig und weitreichend, K1 bietet aso enormes
Entwicklungspotenzial fir die Zukunft und kann somit nachhaltig zur Bewéaltigung von bestehenden und neu aufkommenden
Herausforderungen beitragen.

Uber die Gefahren kinstlicher Intelligenz

Selbstverstandlich weist die Verwendung von kiinstlicher Intelligenz auch Schwierigkeiten auf, denn wie jede positive Entwicklung
bringt auch diese Gefahren mit sich. Und gerade deshalb birgt deren Nutzung ein grof3es Risiko fur die gesamte Gesellschaft, denn
KI kommt in nahezu jedem Bereich des 6ffentlichen und auch des privaten Lebens zum Einsatz.

Das wohl bekannteste Problem, was in dieser schriftlichen Ausarbeitung auch schon 6fters aufgegriffen wurde, besteht darin, dass
KI nicht fahig ist, moralische Entscheidungen zu treffen. Deshalb kann es gefahrlich sein, die Verantwortung dazu einer Kl zu
Uberlassen, weil diese in ethischen Dilemma Situationen eventuell eine falsche nicht wieder riickgéngig machbare Entscheidung
fallt, indem sie zum Beispiel Einzelfédle verallgemeinert oder allgemein anerkannte Ansichten auf Einzelfélle Ubertrégt. Eine Rolle
spielt dabei auch die Verwendung moglicher Falschinformationen als Grundlage einer Datenanalyse und Entschel dungsfindung.
Durch diesen Faktor kénnte auch der Aspekt moglicher Manipulation durch das Einschleusen von falschen Informationen in das
System einer K| von Bedeutung sein.

Eine weitere Schwierigkeit besteht darin, dass K| durchaus Sicherheitsrisiken aufweist. So kénnten sie sehr anfallig fir
Hackerangriffe und somit auch firr Terroranschlage sein. Durch die Verwendung von KI wiirden wir somit Angriffsflache bieten,
welche sich vermeiden lieRe. Und weil Kl in fast allen Bereichen der Infrastruktur eine Rolle spielt oder spielen wird, erhéht sich
das Risiko natirlich nochmals.

Zu diesem Aspekt zahlt im erweitertem Sinne auch die Mdglichkeit von Datenlecks, welche zahlreiche Daten von Nutzern 6ffentlich

zuganglich machen wiirden. Hier stellt sich natiirlich die Frage, inwiefern das datenschutzrechtlich geregelt wird und ob K1 in Bezug
auf den Datenschutz tberhaupt zuléssig ist.
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Weitere gangige Nachteile treten im Bereich des Arbeitsalltags auf. So kénnte die K1 genauso wie andere Maschinen dazu fuhren,
dass Menschen ihren Arbeitsplatz verlieren, weil KI und Maschinen effizienter und schneller arbeiten kdnnen. Die Arbeitnehmer
geraten dann in das Dilemma, sich eine neue Arbeitsstelle suchen zu missen und dennoch ihre Zukunftsperspektiven zu wahren. Es
konnte dadurch zu einer Verstarkung soziaer Ungleichheiten kommen.

Ahnlich wie es dadurch zu sozialen Ungleichheiten der Arbeitnehmer kommen kann, kénnen dadurch auch wirtschaftliche
Disparitdten der Arbeitgeber und Unternehmen bedingt werden. Dies resultiert daraus, dass sich viele Kleinunternehmen oft keine
Systeme kiinstlicher Intelligenz oder andere Maschinen leisten kénnen. Dadurch erlangen meist GrofRunternehmen einen deutlichen
Wettbewerbsvorteil, weil sie viel effizienter und schneller arbeiten und produzieren kénnen. Kleinunternehmen kénnen in diesem
Wettbewerb oft nicht mehr mithalten und gehen zugrunde, was sich dann wieder negativ auf die dortigen Angestellten auswirkt.

Eswird deutlich, dass die vermehrte Verwendung von kinstlicher Intelligenz im Alltag und Berufsleben auch viele Nachteile mit
sich bringt, welche uns anfélig fir weitere Schwierigkeiten machen. Diese Sichtweise auf die Thematik dampft natirlich die Freude
Uber das grof3e Entwicklungspotenzial und den Fortschritt, dennoch sollten wir die positiven Seiten auch beachten, denn K1 bietet
uns viele Moglichkeiten.

Fazit

Eslasst sich festhalten, dass der Mensch sich durch die unterschiedlichsten Eigenschaften und Fahigkeiten auszeichnet, welche
weder von Maschinen oder kinstlicher Intelligenz noch anderen Spezies aus dem Tierreich repliziert werden kénnen. So zum
Beispiel die spezielle Art unseres Denkens und Empfindens. Wir kdnnen sowohl logisch und rational denken als auch
emotionshasiert. Des Weiteren haben wir Phantasie und ein Versténdnis von Moral. All dies sind Dinge, welche uns einzigartig
machen und es gibt noch viel mehr Aspekte, welche man an dieser Stelle aufzéhlen kdnnte.

Aus diesen Eigenschaften resultiert auch der Wunsch beziehungswei se das regelrechte V erlangen nach Fortschritt und
Weiterentwicklung. Um diesen Wunsch zu erfiillen, ist der Mensch von Grund auf in Technik interessiert, weil uns diese die
Moglichkeit bietet, Fortschritt zu erlangen. Dabei strebt der

Mensch auch nach Perfektion und Optimierung des bisher Erreichtem beziehungsweise Erlerntem. Im Zuge dieser Entwicklungen
kam die Debatte um kinstliche Intelligenz auf, welche den Fortschritt vorantreiben soll.

Die KI unterscheidet sich in dem Sinne vom Menschen, dass sie nur rational denken kann, der Mensch hingegen ist fahig, sowohl

rational als auch emotional zu denken und zu handeln. Diese Fahigkeit bedingt, dass der Mensch die optimale Grundlage fir eine

Entscheidungsfindung hat, weil er sowohl logische als auch zwischenmenschliche Faktoren in seine Uberlegungen einbezieht. Es

lasst sich also gar nicht festlegen, ob es besser ist Entscheidungen auf Basis von Emotionen oder auf Grundlage des Verstandes zu
treffen, well es die perfekte Mischung von beidem ist, welche den Prozess der Entscheidungsfindung optimiert.

Bezuglich der Hauptfragestellung, ob sich Moral programmieren lasst, denke ich, dass man Moral nicht programmieren kann. Man
kann das Versténdnis von Moral nicht an kiinstliche Intelligenz weitergeben, sondern nur subjektive Vorstellungen davon. Dies
resultiert daraus, dass man sich das Verstandnis von Moral mit der Zeit Uber die verschiedenen Prozesse der Sozialisation und den
Kontakt mit Mitmenschen aufbaut. Mann muss es sich selbst aneignen und aushilden, weil jeder letztendlich ein anderes Versténdnis
von Moral hat. Diese mégen sich zwar dhneln, aber sie sind nie exakt die gleichen. KI kann die Wertvorstellungen, welche man ihr
durch die Programmierung auferlegt auch nicht verstehen, sondern nur auf bestimmte Situationen anwenden, welche man ihr explizit
beigebracht hat.

Daraus folgen nattrlich einige Systemschwéchen, mit welchen wir lernen miissen umzugehen, denn das Zeitalter der K1 wird
irgendwann kommen und in einiger Zeit wird sie schon gar nicht aus unserer alltaglichen Nutzung wegzudenken zu sein. Beispiele
hierfir sind die Anfalligkeit fir Hackangriffe oder Datenlecks, aber auch die Gefahrdung von Arbeitsplétzen und der Garantie des
gleichen wirtschaftlichen Wettbewerbs fir ale.

PDF generiert durch [ ] von www.ProfProjects.com | Seite17/22 |


https://www.forum-wirtschaftsethik.de/?p=6859
http://www.profprojects.com/?page=upm

Ein PDF der Seite - FORUM WIRTSCHAFTSETHIK
Export Datum: 11.02.2026 17:25:24

Aber natirrlich besitzt die Anwendung kunstlicher Intelligenz auch viele Vorteile. Gerade ihre Effizienz, Schnelligkeit und dennoch
Genauigkeit ermoglichen eine deutliche Effizienzsteigerung im Arbeitsalltag. Dies bezieht sich auf nahezu alle Bereiche, von der
klassischen Produktion tber die Forschung und den Gesundheitsbereich bis hin zum alltéglichen Lebens des Normalverbrauchers
und privater Haushalte und Unternehmen. Knstliche Intelligenz bietet uns zahlreiche Mdglichkeiten verschiedene Prozesse zu
optimieren und Fortschritt zu erlangen. Wir miissen uns nur Uberlegen, wie viel Verantwortung wir an Maschinen abgeben kénnen,
ohne unnétige Risiken einzugehen, denn Kl ist durch ihr vom Menschen verschiedenes Auffassen von Moral oft durchaus schwer in
ihrem Entscheiden und Handeln einzuschétzen.

| deensammlung Gedicht

- Entwicklung - Forschung, Schwung, Hoffnung, Handlung, Achtung, Bedeutung
- Vernunft - Zukunft

- Fortschritt - litt, Schritt

- Bestreben - bewegen, pflegen, legen, Segen, wegen, festlegen

- Leiden - vermeiden, meiden, beschreiben, betreiben, entscheiden

- nutzen - stutzen

- Alltag - vermag, mag, Betrag, Ertrag

- erkennen - verrennen, benennen, brennen, trennen, anerkennen

- Denken - lenken, schenken, beschrénken, bedenken

- gescheit - Arbeit, Neid, Leid, Menschlichkeit, Mglichkeit

- Automatisierung - Programmierung, Gruppierung, Fokussierung

- Maschinen - dienen, Disziplinen

- Intelligenz - Effizienz, Kompetenz, Trends, Tendenz, Differenz

- Potenzial - Moral, emotional, rational, Qual, fatal, fundamental

- Mdglichkeit - Menschlichkeit

- vertrauen - schauen, Grauen, trauen

- Erfahrung - Bewahrung, Offenbarung

- Situation - Option, Intuition, Sozialisation, Produktion, Hohn, Lohn

- Entscheidungsfindung - Empfindung, Bindung, Erfindung

- wir - Gier, Tier, hier

- Emotion - Perfektion, Lohn, Hohn, monoton, Intuition, Situation, Option

- verwenden - entfremden, blenden, verschwenden

- Sozialisationsprozesse - Interesse

- programmieren - imitieren, kreieren, fungieren, basieren, riskieren, formulieren
- zeichnet aus - Applaus

- Verstand - Kant, fand, Brand, riskant, elegant, signifikant

- Verhalten - gestalten

- sehen - verstehen, eingehen, begehen, entstehen, vergehen, umgehen, verdrehen
- betreiben - beschreiben, vermeiden, meiden, leiden

- Gewissen - vermissen, zerrissen

- Empathie - Fantasie, K1, Genie, Energie, Theorie

- Alltagskontext - wachst

- Werte - lehrte, ehrte, verehrte

- Bereichen - Weichen, gleichen, erreichen

- streben - beheben, geben, Leben, leben, beleben

- individuell - Apell, Duell, schnell, industriell, prinzipiell

- Technik - anfélig, Augenblick, Durchblick, Fabrik, richtig, einzigartig, wichtig
- Gefahren - wahren, bewahren, in all den Jahren, ersparen, offenbaren

- Méglichkeit - Leid, Menschlichkeit, Neid, Heiterkeit, Zeit, bereit, zurzeit Ziel ? Spiel, zu viel
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Gedicht: Die Frage der Moral

Der Mensch strebt nach Entwicklung
Betreibt Arbeit, Austausch und Forschung
Um mittels der Vernunft

Zu gestalten die Zukunft

Doch unter diesem Fortschritt

Auch ein Grofiteil der Menschheit litt
Denn unsre Bestreben

Oft Welten bewegen

Aber kdnnen wir al diese Leiden

Nicht irgendwie vermeiden

Kénnen wir unser Potenzial nicht nutzen
Ohne uns die Fligel zu stutzen

Der normale Alltag

Uns oft einiges abzuverlangen vermag
WEeil wir manche Dinge nicht erkennen
Und unsimmer mehr verrennen

Héngen fest in unsrem Denken
Lassen uns von anderen lenken

Aber wir sind gescheit

Und wollen uns erleichtern die Arbeit

Wir nutzen die Automatisierung

der Arbeitsprozesse durch Programmierung
Denn K1 und Maschinen

K&nnen unsin solchen Dingen dienen

Gerade kinstliche Intelligenz
Verschafft uns enorme Effizienz
Und bietet somit grof3es Potenzial
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Nur stellt sich die Frage der Moral

Denn solch eine Méglichkeit

erfordert Erziehung zur Menschlichkeit
Wenn wir auf Systeme vertrauen

Und nicht in unser Inneres schauen

Denn Kl fehlt die Erfahrung

Und somit des Unheils Bewahrung
In so mancher Situation

Fehlt ihr somit eine Option

Und der Prozess der Entscheidungsfindung
Findet statt ohne jegliche Empfindung
Denn Maschinen ticken anders als wir

Und besitzen keine Gier

Weil sie fuhlen keine Emotion

Und zeigen nahezu Perfektion

Durch ihr verwenden

uns folglich unsrer Werte entfremden

Denn in solcher Situation

Horen wir auf unsre Intuition

Gelernt durch die Sozialisationsprozesse
Zeigen wir an bestimmten Werten Interesse

Diese Eigenschaft kann man nicht programmieren
Und auch nicht imitieren

Sie zeichnet uns aus

Und verdient daftr Applaus

Die Entscheidung tber Moral
Sie stellt uns vor die Wahl
So sagte schon Kant

Benutzt euren Verstand
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Die Maschinen verfugen nur Uber Intelligenz
Und somit nicht unsre Kompetenz

Das eigene Verhalten

Autonom selbst zu gestalten

Sie kann bestimmte Elemente nicht sehen
Und unsere Ansichten nicht verstehen
Nur Analyse betreiben

Und Wertvorstellungen beschreiben

Deshalb hat sie auch kein Gewissen

Und l&sst jegliche Menschlichkeit vermissen
Sie besitzt auch keine Empathie

Oder Form der Fantasie

Auch wenn ihre Bedeutung im Alltagskontext
In letzter Zeit erheblich wachst

Sollten wir sie mit Bedacht verwenden

Bevor wir uns uns selbst entfremden

Denn die Werte

Die man unslehrte

Stellen in vielen Bereichen
Die entscheidenden Weichen

Sie lassen uns nach Gemeinwohl streben
Und unsere Fehler beheben

Sie machen unsindividuell

Und verleiten mich zu folgendem Apell

Die ganze Technik

Macht uns sehr anfallig

Und bietet somit Gefahren

Vor denen man kdnnte uns bewahren
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Denn jede Mdglichkeit

Bringt auch immer mit sich Leid

Ausgeglichenheit von Emotion und Verstand ist folglich das Ziel
Denn der Umgang mit Moral ist kein Spiel

Quellen

- Hannah Arendt, Kant und Aristoteles wurden im Ethik-Unterricht behandelt
- Immanuel Kant: Grundlegung zur Metaphysik der Sitten, a.a.O., S. 77ff
- Aristoteles: Nikomachische Ethik. Ubersetzt von Ursula Wolf. Reinbek bei Hamburg: Rohwolt 2008, S. 43-47, 54-57,
69-72, 83-87, 92
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